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Quantum machine learning has benefitted from adapting neural network 

designs into quantum circuit analogues and leveraging classical training. But 

several challenges remain when designing QML models for training over large, 

unbalanced, and high-dimensional spaces.

We explore the effects of model complexity, feature selection, and task 

complexity on binary and multiclass classification performance.

As QML matures into a technology for real-world applications: our results 

provide empirical evidence that there are many open questions in feature 

selection, structure and embedding.

Motivation

MADELON [2]

- Balanced, binary labels

- Unstructured: 2 

informative, 2 redundant, 

16 uninformative 

features

- Generated in scikit-

learn

Quantum Classifier Design and Model Complexity
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Unitary Designs 

Quantum Circuit + 

Measurement

Classical 

Computation

Convert Output 

to Label

{𝑝𝑖(𝑥; 𝜃)} → ො𝑦

Cross Entropy Loss

ℒ = −𝛴𝑦𝑖 𝑙𝑜𝑔 𝑝𝑖

Update Parameters with 

Gradient Descent
Ԧ𝜃𝑖−1 → Ԧ𝜃𝑖 − 𝛼∇𝜃ℒ

𝒰(𝑥, 𝜃)

×  𝐿

• Each circuit on (n) qubits is built 

from (L) layers of (n-1) two-qubit 

unitaries

• Each circuit uses data re-

uploading [1]

• Measurements used to predict 

labels

• Supervised learning trains 

parameters via gradient descent 

using ADAM (𝛼 = 0.05)

• Number of epochs: 16, 32

Circuit simulation and model training workflow implemented in PennyLane
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Model Complexity

Increasing 𝒰(𝑥,𝜃) complexity does not 

guarantee improved training performance, but 

Increasing Depth often does

Increasing (n) increases the embedding 

capacity up to 4(n-1) unique features per layer

However: this entangles random and 

informative features- a likely cause of 

performance drop when many unique features 

are used

MADELON (L=5) 

Feature Selection

- Mutual information methods extract the top K important features, 

rescaled to [0, 2𝜋] or [0, 𝜋] 

- Rescaling tokenized P3B3 features has low overhead, but will 

discard semantic information

- Trained embeddings (doc2vec) maintains complex features, but 

this may be lost by naïve reshaping of feature vectors for data re-

uploading

P3B3: IsingZZ (n=6)

Binary classification

𝑋𝑡𝑟𝑎𝑖𝑛 = 661
|𝑋𝑡𝑒𝑠𝑡| = 97

 doc2vec

Averaged over training subsets

Mutual Information + Rescaling
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(Bottom): 

100 samples 

per class 

(balanced)

P3B3: IsingZZ (L=12, n=6) 

Multiclass Classification |Xtest| = 127 (55: d 42:  32)
20 features rescaled to half-circle  [0, π]  
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Averaged over feature sizes

Binary Classification expands to Multiclass by using one-hot encoded labels, implemented by 

down-selecting on low-weight bitstrings – which may explain the random model performance

Class imbalance addressed by: relative sample weighting, or under-sampling to construct balanced 

classes

Pilot3 (P3B3) [3] 

- Unbalanced, multiple 

labels

- 1500 total features

- Structured: 

enumerated and padded 

token list of features

- Synthetic cancer 

pathology reports

(Top):  Unbalanced training data  𝑋𝑡𝑟𝑎𝑖𝑛 = 1148 (487: 375: 286)

TRAIN TEST
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